
Evaluate Geospatial Method Accuracy
Before using the predictions or prediction uncertainty estimates, the overall accuracy of the interpolation method or model
must be assessed. The interpolated values should be checked to make sure they are consistent with the CSM and other
source of information. In addition, the method should be evaluated using formal statistical methods for assessing model fit.
The primary model assessment methods are cross-validation and validation.
▼Read more
Cross-validation involves eliminating one observed value at a time from the data set, using the model to calculate a
predicted value at that point, and then comparing the predicted value with the observed value. Therefore, if you have N data
points, you generate N tests of the validity of the model and this provides an evaluation of the accuracy of the model.
Similarly, a model can be validated by dividing the observed data set randomly into two data sets, and then using each set
to calculate predicted values for the other set; this is called two-fold cross-validation. Measures of model accuracy can also
be compared to each other in order to select among alternative models. In general, the simplest model with adequate
accuracy should be selected for use in the application.
All of the interpolation methods (simple, more complex, and advanced) provide a set of predictions at unsampled locations.
More complex and advanced geospatial interpolation methods also provide an assessment of prediction uncertainty at
unsampled locations through the prediction of standard error. Conditional simulation provides a more complete
characterization of uncertainty because it generates an estimate of the possible distribution of values that might be found at
each unsampled location. The predictions and prediction uncertainty measures provided by the geospatial interpolation
methods are only accurate if the interpolation method is based on a model that adequately fits that data.

Cross-Validation

▼Read more
The most common way to evaluate model accuracy or quality of fit is through cross-validation. Cross-validation allows
assessment of the accuracy of an interpolation model by computing and investigating the prediction errors, also referred to
as residual errors (or “residuals”). The residual errors are calculated by removing the first observation from the data set, and
using the remaining data and the specified model to predict a value at that location. The difference between the data value
and the predicted value is the residual:
Residual error = interpolated value − observed value
This process is repeated for each individual data value and summary statistics are then calculated for the residual data set
(Golden Software 2002). This is sometimes referred to as “leave-one-out” cross-validation. Other less common methods are
the holdout method or k-fold cross-validation, which are not covered in this document.

Validation

▼Read more
Validation entails calculating residuals for measurement locations that were not used in the original interpolation. The data
are randomly divided into two groups: the test data set and the training data set. The training data set is used to develop
the model and make predictions at the locations of the test data set. Residuals are calculated at the test data locations.
Validation is generally a better way to assess prediction accuracy than cross-validation because it does not use any of the
data from the original interpolation model, reducing the associated bias that makes the model appear to perform better than
it does in reality.

Different sets of cross-validation and validation statistics are available for performing model diagnostics depending on the
complexity of the model used. This method is further described in the sections below.

Determine Errors in Simple Methods

For simple geospatial models (for example, IDW), after computing the cross-validation or validation errors, the mean error
(same units as the data, measuring the prediction bias) and the root-mean-square error (RMSE, measuring prediction
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accuracy) can be calculated. Simple methods do not estimate prediction uncertainty across sample locations; however,
cross-validation may be used to estimate variation at individual sample locations.
▼Read more
Other statistics such as the absolute residual mean (mean of absolute value residuals), residual standard deviation, or scaled
RMSE (RMSE divided by range of the data) may be helpful in the analysis. It is standard practice to plot the predicted values
versus the measured values, and the residual values versus the measured values to help reconcile the calculated statistics.
It is also useful to plot the residuals on a map and interpolate them to produce a continuous surface of interpolation error.
This approach helps to assess whether the interpolation model performs better or worse in certain portions of the site.
When interpreting the cross-validation/validation statistics for simple geospatial models, consider the following factors
(Johnston et al. 2003):

Predictions should be as close to the measurement values as possible, that is, the scatter along the straight line
on the graphs should be minimal; the smaller the root-mean-square prediction error, the better.
Predictions should be unbiased (centered on the measurement values). If the prediction errors are unbiased,
then the mean prediction error should be near zero without a significant positive or negative bias.

Acceptable cross-validation/validation error thresholds are project specific and should be made based on interpolation
objectives and considering the scale of the data. These statistics are most useful in comparing the performance of different
interpolation models to help select the most accurate one.

Determine Errors in More Complex and Advanced Methods

In addition to predictions at unsampled locations, more complex (regression) and advanced (geostatistical) methods also
provide the prediction standard errors that provide an estimate of uncertainty at each prediction location. Three additional
metrics of method accuracy can be calculated: mean standardized error (dimensionless), average standard error (analogous
to root mean square error), and root-mean-square standardized error (measuring the assessment of prediction variability).
Beyond assessing the overall ability of the model to make good predictions, this additional set of statistics allows
assessment of how accurately the model reflects the variability of the data. The mean error and RMSE are still useful metrics
for advanced methods and should be calculated and presented as with simple methods.
▼Read more
When interpreting the cross-validation/validation statistics for regression and geostatistical models, consider the following
factors (Johnston et al. 2003):

Prediction errors depend on the scale and units of the data, so it is better to assess standardized prediction
errors, which are given as prediction errors divided by their prediction standard errors. The mean of these should
also be near zero.
If the average standard error is close to the root-mean-square prediction error, then the model generally reflects
the variability of the data, and the root-mean-square standardized error should be close to one. Variability is
likely overestimated if the average standard error is greater than the root-mean-square prediction error, or if the
root-mean-square standardized error is less than one. Variability is likely underestimated if the average standard
error is less than the root-mean-square prediction error, or if the root-mean-square standardized error is greater
than one.

When comparing the performance of regression and geostatistical models through cross-validation, the better model will
have the standardized mean nearest to zero, the smallest root mean square prediction error, the average standard error
nearest the root mean square prediction error, and the standardized root mean square prediction error nearest to one. For
regression methods, other goodness-of-fit criteria, such as the Akaike information criterion (AIC) and the Bayesian
information criterion (BIC), can also be used to support the choice of model and goodness-of-fit assessment (Akaike 1974;
Sakamoto, Ishiguro, and Kitagawa 1986).

Examples

▼Read more
Cross-validation was used to evaluate the four models displayed in Figure 46. One way to graphically evaluate the results is
to plot the predicted value versus the observed value, as shown in Figure 47. If the predictions match perfectly, the points
plot on a diagonal line. The best fit line to the points is shown on the figure in blue. The fit lines for all four of the models
have a flatter slope than the 45-degree line show in black. All of the methods tend to smooth the data, leading to
underprediction of the higher values and overprediction of the lower values. This is a general characteristic of all



interpolation methods except conditional simulation.
The cross-validation statistics for the four models are shown in Table 4. Cross-validation finds the prediction error at each of
the data points by comparing the prediction from the model after withholding the data point to the observed value. The
prediction error is the difference between the prediction and the observed value. These errors are summarized in two ways:
the mean and the root mean square (RMS). The mean error indicates whether the predictions are biased by being on
average too high or too low. The RMS error is a measure of the total error in either direction.
Kriging methods also produce a prediction standard error at each location. For these methods, a standardized cross-
validation error can be calculated by dividing the cross-validation prediction error by the prediction standard error. If the
RMS standardized prediction error is less than one, it means that the method is producing prediction standard errors that
overestimate the actual prediction error. If the RMS standardized error is more than one, the method is underestimating the
actual prediction errors.
As shown in Table 4, the three kriging methods produce a much lower RMS error than IDW. There is little difference between
the performance of the ordinary kriging methods with different variogram models. Ordinary kriging assumes no trend, only a
constant mean. Kriging with external drift (trend) models the trend with a regression on distance to the river, resulting in a
significant improvement in RMS error. In addition, kriging with external drift has a RMS standardized error closer to one than
the ordinary kriging methods. Based on the cross-validation statistics, in this example kriging with external drift yields the
best results.



Figure 47. Predicted values versus observed values.
Table 4. Cross-validation statistics

Cross-Validation Statistics

Method Variogram Mean Error
Root Mean

Square Error
Mean Standardized

Error
Root Mean Square
Standardized Error

IDW NA -0.0128 0.514 NA NA

Ordinary Kriging Exponential 0.00213 0.393 0.00301 0.93

Ordinary Kriging Spherical -2.06E-05 0.392 0.00017 0.90



Kriging with
External Drift Spherical -0.00285 0.375 -0.00377 1.04


